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An Introduction to Embodied Al

What is "Embodied AI"?
Embodied — "Possessing or existing in bodily form".

Embodied Al learns through interactions with environments from an egocentric

perception similar to humans, instead of learning from a fixed dataset.
e Data-Driven Al: Learning from a fixed demonstration dataset.

® Embodied Al: Learning by interacting with the environment.
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2
Al agents

Can be robots, virtual assistants,
or other intelligent systems

O
Perceptual inputs

Equipped with sensors that import
data from their surroundings,
along with Al systems that can
analyze and ‘learn’ from data

Interactive learning

The Al-powered agents learn from
interacting with the environment
until it reaches it goal

Embodied Al

World model
Develop an abstract
representation and
understanding of the
spatial or temporal
dimensions of our world

Goal

Create agents that can
learn to solve complex tasks,
such as motion planning and
navigation, by interacting
with their environment
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An Introduction to Embodied Al

Example of embodied Al:
Autonomous Driving (e.g., SUMO, Carla). Robot Control (e.g., MuJoCo, Issac Gym).
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An Introduction to Embodied Al

Example of embodied Al:

Board Games (e.g., AlphaGo, AlphaZero). Video Games (e.g., AlphaStar, OpenAl5).
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An Introduction to Embodied Al

Embodied Al under the era of large models.

Visual Control
Large Language  Perceptual vyisjon Language Signals Vision Language
Model (LLM) Model (VLM) Agent (VLA)
2020.3 2022.11 2023.2 2023.3 2023.07 2023.10 2023.10 2024.5-6
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An Introduction to Embodied Al

Develop a Vision Language Agent (VLA) to learn generalist policies for robotic control.

OpenVLA [Action De-Tokenizer ]—l
tot ot A
N N X
3 A6
Liama 2 7B J AGrip
7D Robot
Input Image o ) ] f: () f_j \'J [:f: Lij Action
t !
(“Put eggplant| MJ Llama Tokenizer
| inbow” | <DDII‘10V2 SigLIP T
Language Instruction —I—T

Kim, Moo Jin, et al. "OpenVLA: An Open-Source Vision-Language-Action Model." arXiv prep$4 d

“What should the robot do to {task}? A:”
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https://openvla.github.io/

An Introduction to Embodied Al

Embodied Al in the Pass: Embodied Al Nowadays:
® Goal: Task-Specific Agent. ® Goal: Generalist Agent.
® Observation: Single Modality. ® Observation: Multi Modality.
® Environment: Environment. ® Environment: Environment.
e Methods: Reinforcement Learning, e Methods: Reinforcement Learning,
Motion planning, and Optimization. Large Multimodal and Decision Model.
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Lessons from LLM: Your Data's Size Matters

By exhausting more data, one can train strong LLM!
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15 months (1:3)
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8 months

GPT-1 GPT-2 GPT-3 3 GPT-4

Jun/2018 | Feb/2019 May/2020 Mar/2023

Data: 1.3B/4.6GB  Data: 10B/40GB Data: 300B trained / 5008 / 753GB Data: Undisclosed d
Parameters: 117M  Parameters: 1.5B Parameters: 175B Parameters: Undisclosed
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Lessons from LLM: Your Data's Size Matters

Rumors suggest that to update from LLM to VLM, GPT-4 has nearly consumed all the
available data. What about "GPT5"?

GPT-5

GPT-4
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Data Collection for VLA

LLM and VLM Training Data: VLA Training Data:

® Language and image data (e.g., VQA @ Robotic control skills (e.g., 16 DOF

data) that are commonly available. Joints) that are less common.

naex

%

What color are her eyes?
Whatis the mustache made of?

&Y
Hong Kong, Shenzhen

i
Does it appear to be rainy?
Does this person have 20/20 vision?

Is this person expecting company?
What is just under the tree?
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Data Collection for VLA

Manual Tele-Operation: Shadowing and Retargeting
® Manually control a robot to finish e Use a camera for estimating poses,
tasks with wearable equipment. retarget them to robotic movements.

RGB camera
(60Hz)

~~ "

Body & Body &

Hand Pose .
nd P Hand Pose

Estimation Retargetin
(25Hz2) e
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Data Collection for VLA

"In this manner, can we generate trillions of data for support VLA training?"

"We made some progress, but not sure if it is tractable and efficient."
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A Sim-to-Real Approach to Embodied Al

Instead of collecting data from the real world, can we generate data from the simulated

environments?

Simulation

Reality

Rope
length

lighting

Peg mass
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A Sim-to-Real Approach to Embodied Al

Limitations of the current Sim-to-Real.

e Lack of diversity in the operating robots (e.g., MuJoCo).

Swimmer Hopper Half Cheetah Walker

Z;

Simplified Humanoid Full Humanoid
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A Sim-to-Real Approach to Embodied Al

Limitations of the current Sim-to-Real.

® The number of simulated tasks is limited.

A& T XK ZCRID
The Chinese University of Hong Kong, Shenzhen

9/19



A Sim-to-Real Approach to Embodied Al

Limitations of the current Sim-to-Real.

® The complexity between the simulated and real environment is significant.

Simulation. Realistic Office. Realistic Kitchen.
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A Sim-to-Real Approach to Embodied Al

Sim-to-Real road-map in Embodied Al (Automated Skill Discovery).

A) Task Proposal

B) Scene Generation

| C) Training Supervision Generation |

Initialization

“—a) Robot

F <

[T—b) Object
it

&< A
BEE

Scene Components & Configuration
LLM

Asset Scene
Configuration| | Configuration

H Dataset Retrieval
VM Objaverse

text-to-image-to-3D generation

b Midjourney —  Zero-1-to-3

Verification i

Task Decomposition

Put bowl Set
EEANE

einforcement] [ Gradient ] [Action Primitive]

Learning Optimization & Motion Planning

Task Proposals

“Retrive one gold bar
and lock the safe”

h
“Close the laptop lid”|
“Climb up the stairs”"

|

“Heat up a bow of soup
using the microwave” | |

Scene Population

Wang, Yufei, et al. "Robogen: Towards unleashing infinite data for automated robot learning via generative simulation.

TR e s S ooy Or rrong wong, Shenzhen

" arXiv preprint
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Task Proposal

® Load the robot and its dynamics (e.g., the Degree of Freedom (DoF), size, and

visual texture) to the simulator.

Realistic Dexterous Hand

Realistic Robot Arm

Simulated Arm and Hand
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Task Proposal

® Load the 3D objects database to the simulator or generate more complex objects.
Objaverse-XL: An Open Dataset of Over 10 CAGE: generating 3D articulated objects in
Million 3D Objects. a controllable fashion.

\‘Tti
. @

Deitke, Matt, et al. "Objaverse-xI: A universe of 10m+ 3d objects." NeurlPS 2024. % #* :F < % % GE ‘U'l)
Liu, Jiayi, et al. "CAGE: Controllable Articulation GEneration." CVPR 2024. The Chinese University of Hong Kong, Shenzhen
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Activity Prompting

Can you give me 30 simple
everyday kitchen activities?

Task Prompting

Your goal is to come up with 15
unique tasks that a robot can
complete that all fall under
{ACTIVITY FROM G173

Available objects and skills:

Example tasks:

Task Proposal

@ocrT-4

Nasiriany, Soroush, et al. "RoboCasa: Large-Scale Simulation of Everyday Tasks for Generalist

® Task proposal and decomposition with LLM.

List of activities
1. Chopping Food
2. Frying
3. Serving Food ...

Task: Prepare Microwave Steaming
Goal: Put a bowl of vegetables inside
the microwave to steam them there.
Objects: bowl, vegetables

Fixtures: sink, microwave
Skills (6):

1. pick(vegetable)

2. put(bowl)

3. pick(bowl)

4. place(microwave)

5. close_door(microwave)

6. press(microwave)

Task Generation Process

close_

A KGRI
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Scene Generation

Generating indoor scenes in response to text prompts:

“A living room for watching TV” “A high-end mini restaurant”  “A witch’s room with a cauldron’ “A Japanese living room”

I
“A living room” “A dining room for one” “A bedroom”

HH P XK FCRID
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Scene Generation

Generating indoor scenes in response to text prompts:

Scene Description Program Scene Layout
(Section 4) -
Inputs et stzetan, 45, 2.0 ™ taow Finsl Soene
Scene Description roon il percentage - 45 [==>|  Optimizer b
"A bedroom for the dresser = Object( (Section 6)
person who loves red." .
1.0, 0.5, 0.8, SOUTH)
(optional) next_to_wall(dresser, NORTH)
Room size, fullness
WxH, p% for book in books Object Object
on(book, table) —| Retrieval —_ Orientation
(Section 7) (Section 8)

Aguina-Kang, Rio, et al. "Open-Universe Indoor Scene Generation using LLM Program Synthesis and Uncurated Object Databases."

arXiv preprint.
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Scene Generation
Generating realistic and diverse scenes with Robocasa
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https://robocasa.ai/

Skill Discovery: Training Supervision Generation

Given the proposed task and generated scenarios, it is time to discover useful skills with
the Reinforcement Learning (RL) algorithm.

e Skills refer to a policy that solves a specific under a specific scenario. This skill can
be embedded in the trajectory w° = (sp,a0,51,a1,---,5H,,,aH,, ) Where:
® State s encloses multi-modal observations, including 3d Cloud, RGB images,
language instructions, and tactile as well as force torque signals (or other
proprioception signals).
® Action a refers to specific control signals, e.g., the torques that can be applied to

each Degree of Freedom (DoF) in a robot.
A& T XK ZCRID
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Skill Discovery: Training Supervision Generation

The RL objective can be generally represented as:

oo

Hm) =Epopra | D r(se.ae) + BH[n(aels:)] | s.t. De(d™||dF) <&
t=0

® Dr indicates distributional divergence (KL-divergence, Wasserstein divergence).
e df and d” refer to the occupancy measures of the expert and learned distribution.

Solving the problem while aligning with the expert's preference or style.

Embodied Al invites extra challenges!!!

FEF XK FEEID

The Chinese University of Hong Kong, Shenzhen

PG
ety

3

12/19



Challenge 1: Designing the Reward Function

The reward function r(s;, a;) remained undefined in many embodied tasks.
® Naive rewards: "rewards = is_success".
® Significant sparsity: Requires extensive exploration and makes learning from sparse
rewards challenging.
e Manually rewards: manually design rewards for every tasks.

® Tractability issues: Relies excessively on human involvement, diminishing the

efficiency of learning across a substantial number of tasks.
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Challenge 1: Designing the Reward Function

e Automated Rewards Design: relying on Al feedback from LLMs (e.g., eureka).

@ Environment Code

class ShadowHandPenSpin(VecTask):
f compute_observations(self):

self.obj_pose =
self.obj_pos
self.obj_rot
self.obj_linvel
self.obj_angvel

self.
self.
self.

tgt_pose =
tgt_pos
tgt_rot =

self.
self.

fingertip_state = ...
fingertip_pos = ...

self.compute_full_state()

def compute_full_state(self):

Task Description

To make the shadow hand spin the
0 a target orientation

Ma, Yecheng Jason, et al. "Eureka:

@& CodingLLM

(GPT 4) o\
r - Reward
Candidate
Sampling

Query with
Feedback

Ve trained a RL policy using the
provided reward funct\on cade
av_penalty: ['0.02'

‘0.05', '0.04", '0.03',
success_rate: ['0.00°, '0.38'
. *1.57', '3.01', '3.95', Reward

Please carefully analyze the policy
feedback and provide a new, improved
reward function...

Reflection

pen

Human-Level Reward Design via Coding Large Lan

def compute_reward(
obj_rot, obj_angvel, ...
):

# Angular velocity penalty

av_norm = torch.norm(obj_angvel)

av_penalty = torch.uhere(
av_norn > 2.0,
torch.exp(av_norm - 2.0)

Eureka

&
GPU-
Accelerated RL

Isaac
Gym
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https://eureka-research.github.io/

Challenge 1: Designing the Reward Function

e Automated Rewards Design: current LLM solver has several significant limitations.

® Complex environments. Task contexts include multiple objects, complicated layouts,
and various relations among objects.

® Multi-modal inputs. Robotic observations include 3d Cloud, RGB images, tactile,
and force-torque signals (or other proprioception signals).

® LM issues, Standard LLMs may lack proficiency in designing reward models for

robotic tasks.
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Challenge 1: Designing the Reward Function

Handling Multi-Modal Contexts with Hierarchical Reward Design:

e Utilize low-speed VLM (e.g., GPT 40) to comprehend the context and initialize the
reward function.
e Utilize high-speed LLM (e.g., LLM) to refine the reward functions via evolutionary

computation.

e |terative update the reward function until solving the task at high efficiency

(In-context learning).
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Challenge 1: Designing the Reward Function

@ Evolve

&- 0~ G
U stov]
Rew: Ry, Reward Syntax Check

Func gypnc Funcl)

|
q’ Statistics
« 5
Suce gyee Success %

Func fype Func()

6 Policy Behavior

@ Initialization

BT LK FCRID
Zhao, Xufeng, Cornelius Weber, and Stefan Wermter. "Agentic Skill Discovery." arXiv preprin wmgy#yofHongKong,Shenﬂlen
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Challenge 1: Designing the Reward Function

Fine-tuning LLM for for more reliable Reward Design:

® The embodied Al environment can label the reward function with feedback

(success, speed, and safety).

® Fine-tuning an open-source LLM (Llama 3) for designing the reward functions with
the feedback via RLHF.
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Challenge 2: Scaling to Multiple Tasks

Scaling the RL solver to multiple tasks (typically thousands of tasks) is challenging.
® Maintain an independent RL solver for each task.
® Computational Intractable. Consuming too much time and computing power.
® Train a RL Solver (Meta RL) for all the tasks:

® Significant Diversity. A task typically involves different skills and objects, which are

difficult to master with only one agent.
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Challenge 2: Scaling to Multiple Tasks

® |terate between generalist and specialist policies.
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Wan, Weikang, et al. "Unidexgrasp++: Improving dexterous grasping policy learning via geom@r&ﬂ%ﬁhhﬁ *ﬂd%e(régn?‘é”)

The Chinese University of Hong Kong, Shenzhen
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Challenge 2: Scaling to Multiple Tasks

The current iterative generalist-specialist learning has lots of space for improvement

® Sharing Which Information: What types of information can be shared among

agents? Is it possible to create an information bottleneck to control the sharing of

representations?

e Sharing With Which Agents: How can we determine which agents should share
information? Can we develop an efficient mechanism to identify the appropriate

targets for information sharing?
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Challenge 3: Aligning to Expert Preference
The learned skills must be consistent with human preference.
4 A £ X
5 i s Ny
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Challenge 3: Aligning to

Inverse
Reinforcement
Learning (IRL)

|

Imitation
learning .
\ olo
52 =
Reward *
shaping
s Methods for
Y incorporating human
PADY

feedback in RLHF

Expert Preference

Active Learning from
Demonstrations (ALfD)

1

£

Human-in-the-Loop
Reinforcement
Learning (HITL RL)

/
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Skill Distillation into a VLA

Distill the skills into a Vision Language Agent (VLA) to learn generalist policies for

robotic control.

OpenVLA [Action De-Tokenizer ]—l
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oo e Ax
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Llama?2 7B J AGrip
7D Robot
Input Image & : = ’_, ‘\J "i‘l ‘\7) Action
t '
( ) m} Llama Tokenizer
“Put eggplant

in bowl

Dinov2

Language Instruction

T

L_r

Kim, Moo Jin, et al. "OpenVLA: A

“What should the robot do to {task}? A:”

FH P XK ECRID

Chinese Uni ity of H Kong, Shenzhe
n Open-Source Vision-Language-Action Model." arXiv pre| 4]51.19 ese University of Hong Kong n

16/19



Skill Distillation into a VLA

Phase 1: Manipulation Tasks.
® Robot Types : Dexterous hands and robot arms.
e Task: Sim2Real deployment, adapting RL policy to multi-objects manipulation.
¢ Platform: DexSim simulator and real robots.

Inspire Dexterous Hand Rokae Robot Arm DexSim Simulator




Skill Distillation into a VLA

Phase 2: Mobile Manipulation Tasks
® Robot Types: Humanoid robot.
® Task: Sim2Real deployment, adapting RL policy to locomotion and manipulation.
¢ Platform: DexSim simulator and real robots.

Inspire Dexterous Hand Unitree H1 HumanoidBench Simulator
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Conclusion
A skill factory sunning in simulation.
® |nput: Computing resource, energy and power.

® Output: The set of robot skills and an evolving robotic agent (VLA).
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Conclusion

Advantages:

e Collecting numerous data at lower cost and higher efficiency.

e Automating the skill data generation process without relying on humans.
Disadvantages:

® The generated data may be ineffective if the Sim-to-Real Gap is significant.

® The data generation process may consume huge computing resources.
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Recent Advancement on Humanoid Agent

HumanPlus: Learning a humanoid to dance and work like humans.

Shadowing
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https://humanoid-ai.github.io/

Recent Advancement on Humanoid Agent

HumanPlus: Learning a humanoid to dance and work like humans.

Autonomous Skills

3

FEF XK FEEID

- The Chinese University of Hong Kong, Shenzhen

18/19


https://humanoid-ai.github.io/

Question and Answering (Q&A)
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