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Problem 1: Implementation [100 pts.]

In this problem, we try to implement REINFORCE and Actor-Critic in a simple continuous environment
InvertedPendulum. Code skeleton is given at here. Please fill in the code and answer the following questions:

1. Comparing the difference between REINFORCE and Actor-Critic. Only need descriptions.

2. When implementing the two algorithms, you can try different structures of neural networks, also, you
can use different learning rates, batch sizes, or memory size parameters. In particular, the loss might
oscillate and you have to find a good criterium. Choose your parameters with explanations (should
include both intuitive and experimental reasons after some attempts), and fix them in the next two
problems.

3. Produce a training graph for both methods, where the x-axis indicates the episode and the y-axis
indicates the episodic return (discounted cumulative rewards).

4. Comparing the difference in the training process between REINFORCE and Actor-Critic, which algo-
rithm do you think is better?

If you feel hard to complete the task, I recommend you to check REINFORCE and Actor-Critic for reference.
Note that they are for discrete environments, and you can refer to PPO Continuous for implementation in
continuous environments (the only difference is how to get the action in the actor).

1

https://www.gymlibrary.dev/environments/mujoco/inverted_pendulum/
https://cuhko365-my.sharepoint.com/:f:/g/personal/223040246_link_cuhk_edu_cn/Erp7b1HiCh5KvB9fEIsS9GcBBqvGDUmpFXs6xCQ0cvHapw?e=m0psit
https://www.analyticsvidhya.com/blog/2020/11/reinforce-algorithm-taking-baby-steps-in-reinforcement-learning/
https://github.com/yc930401/Actor-Critic-pytorch
https://github.com/Lizhi-sjtu/DRL-code-pytorch/blob/main/5.PPO-continuous/ppo_continuous.py

